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Abstract— The rotating phased array radar (RPAR) is an
architecture that could improve the capabilities of the current
weather surveillance radar—1988 Doppler (WSR-88D) opera-
tional network and is likely to be more affordable than other can-
didate PAR architectures. However, continuous antenna rotation
coupled with the need to perform coherent processing of multiple
samples results in a degraded effective beamwidth (referred to as
beam smearing) compared to architectures based on stationary
antennas. The RPAR’s beam agility can be exploited to reduce
beam-smearing effects by electronically steering the beam on
a pulse-to-pulse basis within the coherent processing interval.
That is, the motion of the antenna can be compensated to
maintain the beam pointed at the center of resolution volume
being sampled. This motion-compensated steering (MCS) could
reduce the effects of antenna motion and lead to a reduction in
the effective beamwidth. The purpose of this article is to present
and demonstrate the MCS technique for a dual-polarization
RPAR system. In this article, we provide a formulation for
the MCS technique, simulations to quantify its performance
in mitigating beam-smearing effects, its impacts on the quality
of dual-polarization radar-variable estimates, and a practical
implementation on the National Severe Storms Laboratory’s
Advanced Technology Demonstrator (ATD) system. Experiments
were carried out using two alternative concepts of operations
(CONOPS) described in this article. Results show that a system
designed with sufficient pointing accuracy can be operated as an
RPAR using MCS, and the impact on radar-variable estimates
is comparable to that obtained when operating the same system
as a stationary PAR.

Index Terms— Angular resolution, beamwidth, concept of oper-
ations, dual-polarization motion-compensated steering, phased
array radar, weather radar.
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I. INTRODUCTION

THE National Oceanic and Atmospheric Administra-
tion (NOAA) has started considering radar systems

with advanced capabilities for the eventual replacement of
the operational weather surveillance radar—1988 Doppler
(WSR-88D). This network of approximately 160 radars
surveys the atmosphere by mechanically rotating a parabolic-
reflector antenna in azimuth and elevation following a pre-
scribed volume coverage pattern (VCP). The WSR-88Ds have
been operational for over 30 years and are still the pri-
mary observational instrument employed by National Weather
Service (NWS) forecasters to support their mission. One of
the most significant upgrades to the network in recent times
involves the simultaneous transmission of electromagnetic
waves with horizontal (H) and vertical (V) polarizations.
In addition to estimating the spectral moments (reflectivity,
Doppler velocity, and spectrum width), the signals received
on the H and V polarization channels are used to compute
the so-called polarimetric variables (differential reflectivity,
differential phase, co-polar correlation coefficient), which pro-
vide information about the type and size of scatterers in the
resolution volume [1], [2]. Nevertheless, the WSR-88Ds have
exceeded their engineering design lifespan and are projected to
reach the end of an operational lifetime by 2040 [3]. Although
the WSR-88Ds still provide mission-critical data to support
forecasters’ in the issuing of severe weather warnings and
forecasts, technological limitations may prevent this architec-
ture to meet demanding functional requirements for future
observational needs.

The NOAA Radar Functional Requirements document [4]
specifies the functionality expected for a future weather sur-
veillance radar system. The document’s Threshold Functional
Requirements are used to define the minimum expected per-
formance of the future system, while its Optimal Functional
Requirements define the desired system performance. One of
the cost-driving threshold requirements specifies the angular
resolution of the radiation patterns produced by the antenna
system. The antenna pattern half-power beamwidth (HPBW),
defined herein as the angular width in degrees within which the
microwave radiation is greater than one-half of its peak inten-
sity, is typically reduced by increasing the antenna aperture
size. As specified by the threshold requirement, the system is
expected to produce a radiation pattern that results in a narrow

0196-2892 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Maryland College Park. Downloaded on September 03,2021 at 14:46:50 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-7490-4809
https://orcid.org/0000-0003-2819-2748
https://orcid.org/0000-0002-8377-8947


This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

2 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

HPBW of at most 1◦. Due to continuous antenna rotation
coupled with the need to perform coherent processing of mul-
tiple samples, the resulting effective antenna beamwidth (φe)
is broader than the stationary inherent antenna beamwidth [5].
The effective beamwidth is controlled by the intrinsic physical
beamwidth (φ1), the antenna rotation rate (χ), the number of
samples (M), and the pulse repetition time (Ts) [6]. As noted
by Zrnić and Doviak [5], these parameters determine the
normalized azimuthal sampling interval (�φ), which is the
independent variable controlling the effective beamwidth. That
is, the fractional beamwidth increase due to antenna motion
and sampling, referred to as beam smearing, is a direct
function of �φ. The value of �φ for all cases illustrated in
this article is 0.5, the same as that used in the WSR-88D
super-resolution scans. Although no optimal requirement is
specified in [4] for the effective beamwidth, researchers have
demonstrated that the identification of velocity signatures from
tornadoes is greatly improved when the azimuthal effective
beamwidth of the radar is 1◦ or less [7], [8]. Therefore, it is
desirable to design a cost-effective radar system that achieves
this performance.

Unique capabilities offered by phased array radar (PAR)
technology could support the required enhanced weather sur-
veillance strategies that are envisioned to improve the timing
and quality of weather radar products, making PAR technology
an attractive candidate for the next generation of weather
radars [9]. Ongoing research efforts that began in the early
2000s at the National Severe Storms Laboratory (NSSL)
have been aimed at demonstrating unique PAR capabilities
for weather surveillance [10]–[12]. The stationary four-faced
planar PAR architecture has been the prime candidate sys-
tem involving a multifunction phased array radar (MPAR)
system [13] that would simultaneously support several mis-
sions [14]. This stationary radar architecture is not susceptible
to beam broadening due to antenna motion and is capable of
sampling the same resolution volume (defined by the HPBWs
in azimuth and elevation, and the range resolution) for all
transmitted pulses within the coherent processing interval
(CPI) [15]. Nevertheless, it is well-known that the beamwidth
of a stationary planar PAR system varies as a function of
electronic steering angle, and it monotonically increases as
the beam is steered away from broadside [16]. Brown and
Wood [17] simulated the performance of this architecture for
detecting tornado vortices. Their study found that the widest
antenna beamwidth should be no more than ∼1◦ in order to
provide NWS forecasters with “at least the same quality of
data resolution that is currently available for making tornado
and severe storm warnings.” To ensure that the beamwidth on
the edges of the scan sector (e.g., typically ±45◦ in azimuth
and 0◦–20◦ in elevation) is ∼1◦, a broadside beamwidth of
0.758◦ is needed.

If PAR technology is to replace the currently operational
parabolic-reflector-based WSR-88D, important decisions must
be made regarding the architecture that will be needed to
meet functional requirements. Although the stationary MPAR
system is not susceptible to beam broadening effects, this
concept has become a less feasible choice and current efforts

Fig. 1. Effective broadside beamwidth of planar RPAR systems of different
sizes (N is the total number of antenna elements) as a function of the
normalized azimuthal sampling, �φ.

are now centered on single-mission systems for weather sur-
veillance [18]. A four-faced stationary PAR is likely capable
of achieving the optimal requirements set forth by NOAA,
but deploying and maintaining an operational network of these
radars across the U.S. may be unaffordable. A more affordable
alternative radar system is based on a single-faced rotating
PAR (RPAR) architecture, which is capable of meeting all
threshold requirements and of exceeding the capabilities of
the current reflector-based network. Nevertheless, this archi-
tecture is susceptible to beam-smearing effects, and large
aperture sizes may be required to achieve the desired effective
beamwidth requirement. Fig. 1 illustrates the impact of �φ on
the effective broadside beamwidth of simulated planar RPAR
systems of different sizes (where Nx is the total number of
antenna elements for a stationary broadside HPBW of x◦),
with approximately circular apertures and a uniform grid of
elements with half-wavelength spacing. The simulated transmit
patterns have uniform tapering, and a Taylor tapering window
is used on the elements of the simulated receive patterns to
achieve the −40-dB two-way antenna peak sidelobe levels. For
the receive patterns, linear Taylor tapers are applied along x
and y, with five nearly constant-level sidelobes and maximum
sidelobe levels of −55 dB. Notice that �φ is determined by
the pulse repetition time (Ts), the number of samples per CPI
(M), χ, and φ1. These results indicate that to achieve a φe of
∼1◦ for �φ of up to 1 (typically known as “legacy” sampling
in the WSR-88D), an aperture comprising ∼18, 100 elements
(and with a true azimuthal broadside beamwidth of ∼0.8◦) is
needed. It is desired to exploit advanced capabilities of the
RPAR system to decrease the effective beamwidth, leading to
reduced aperture sizes capable of meeting effective beamwidth
requirements.

In this article, the RPAR’s beam agility is exploited to
reduce beam-smearing effects under a continuous azimuthal
rotation regime. By electronically steering the beam on a
pulse-to-pulse basis within the CPI, the motion of the antenna
is compensated to maintain the beam pointed at the same earth-
relative angular direction. This motion-compensated steering
(MCS) could ideally remove the apparent motion of the
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Fig. 2. Depiction of the MCS concept. (Left) Location of resolution volumes being sampled by the antenna without beam steering. (Right) Location of
resolution volumes being sampled with MCS.

antenna and lead to a reduction in the effective beamwidth.
In turn, mitigating the impact of beam smearing allows for
smaller (and more affordable) antenna apertures that can meet
angular resolution requirements. The focus of this article
is to study the impact of MCS on weather-radar variables,
to develop an RPAR simulation capable of quantifying the
performance of MCS, and to implement a proof-of-concept
MCS on a research RPAR system. The successful implemen-
tation and demonstration of this technique on dual-polarization
weather RPAR could result in a considerable reduction in
system cost for the eventual acquisition of an RPAR-based
U.S. Weather Surveillance Radar.

The concept of MCS was initially developed for air sur-
veillance and defense operations in the mid-1970s [19] and
has since been widely used for synthetic aperture radar appli-
cations. Initial applications of this concept for meteorological
observations were presented in 2002 by Law et al. [20] who
compensated for platform motion for a shipborne, vertically
pointed, L-band, passive PAR wind profiler system. Their
experimental results showed that the electronically stabilized
wind profiler measurements were in good agreement with
profiles retrieved through simultaneous rawinsonde balloon
launches. Bluestein et al. [21] demonstrated the use of a
mobile single-polarization X-band RPAR system leveraging
an existing military radar, the MWR-05XP, with “back scan-
ning” capabilities to produce rapid volumetric observations of
convective storms. This back-scanning technique was imple-
mented through frequency hopping and allowed the beam
to dwell at a nearly fixed azimuth angle to collect the
required samples. Although they briefly described this motion-
compensation concept, they did not provide sufficient evidence
quantifying the tradeoffs associated with the technique nor to
verify its performance.

The purpose of this article is to present and demon-
strate the MCS technique for a weather-surveillance dual-
polarization RPAR system. A theoretical formulation for the
MCS technique is described in Section II along with con-
cept of operations (CONOPS) for implementing MCS on
an RPAR system. A simulation framework to quantify the
performance of the MCS technique is presented in Section III.
The performance of MCS for the mitigation of beam-smearing
effects is quantified first, then, impacts on the quality of
dual-polarization radar-variable estimates are investigated.

Section IV describes the practical implementation of the
MCS technique on NSSL’s Advanced Technology Demonstra-
tor (ATD) dual-polarization planar PAR system and presents
results from data collection experiments. Important outcomes
of this research are summarized in Section V.

II. MCS FOR POLARIMETRIC WEATHER RPAR

To implement MCS, the RPAR’s electronic beam agility is
exercised on a pulse-to-pulse basis. That is, to maintain an
earth-relative pointing angle (i.e., azimuth and elevation) for
all transmitted pulses within a CPI, beams are continuously
steered electronically to point at the center of the resolution
volume that is being sampled. A resolution volume is defined
herein as the volume of space circumscribed by the 6-dB con-
tour of the two-way antenna pattern in azimuth and elevation
and of the range weighting function in the range [6].

The concept of MCS is depicted in Fig. 2 in comparison
to the conventional sampling of a mechanically scanning
antenna (i.e., No Beam Steering). As the antenna rotates,
phase centers for transmitted pulses are displaced1 following
an antenna rotation at χ = 21.5◦ s−1 and for a typical CPI
(M = 15, Ts = 3 ms). Herein, we define the antenna phase
center as the location that most closely approximates the
center of curvature of the radiating wavefront (i.e., the focal
point), and from which the electromagnetic radiation spreads
spherically outward [22]. The volumes depicted correspond
to the first, middle, and last samples in the CPI. Notice that
as the RPAR’s beam is electronically steered away from the
broadside, there are beamwidth variations in azimuth and
elevation as a function of steering angle. Therefore, as opposed
to the displaced uniform volumes sampled with the broadside
scanning beam (Fig. 2, left), the concentric volumes sampled
by MCS are not the same size (Fig. 2, right).

These aspects are studied in detail in Sections II-A–II-C.
First, the MCS steering angles to maintain beam pointing in
azimuth and elevation are derived for the antenna-relative coor-
dinate system. Then, the variation in volume size as a function
of steering angle is theoretically modeled to understand its

1This figure is presented to illustrate the MCS concept in contrast to the
conventional scanning technique, thus, the phase center displacements are
exaggerated to emphasize the difference.
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Fig. 3. Spherical coordinate system used to reference the RPAR scanning
with MCS.

impact on the quality of radar-variable estimates. Lastly, two
RPAR CONOPS using MCS are presented.

A. MCS Steering Angles

Assume that an RPAR is rotating about the z-axis at a rate
of χ [◦ s−1], in a spherical coordinate system with polar axis
z vertical, and with x in the direction of North as indicated
in Fig. 3. This coordinate system is tied to the earth, and
therefore the x-axis is always directed to North. Note that
the antenna lies on a plane that rotates about the z-axis
and is orthogonal to the xy plane. This antenna geometry is
convenient for modeling arrays designed to scan close to the
horizon [23]. The desired scan pointing angle in the earth-
relative spherical coordinate system is denoted as (φp, θp).
Note that φp = φaz and θp = 90◦ – θel , with φaz and θel being
the conventional earth-relative azimuth and elevation angles,
respectively, and are the zenith and azimuth directions to the
scatterers. Then, φN as a function of time is expressed as

φN (t) = φ0 + χt (1)

where φ0 is the initial broadside position and t is time in
seconds. For simplicity and without loss of generality, it is
assumed that M is odd and that the radar is rotating in the
clockwise direction. If the CPI is defined by M samples spaced
by Ts , expression (1) can be discretized to produce the MCS
steering angles as

φMCS(mTs) = φp − φN = �φp−φ0
�+χ Ts

�
(M − 1)

2
− m

�
(2)

for m ∈ {0, 1, 2, …, M–1}, and with t = mTs . Note that φMCS

is referenced to the earth’s polar coordinate system. If the
antenna is tilted by θT, with respect to the earth, the MCS
pointing angles relative to the antenna coordinate system are
given by (see Appendix A for details)

φA
MCS(mTs)

= arctan

�
sin θp sin[φMCS(mTs)]

sin θp cos[φMCS(mTs)] cos θT + cos θp sin θT

�
θ A

MCS(mTs)

= arccos
�− sin θp cos[φMCS(mTs)] sin θT + cos θp cos θT

	
(3)

where the superscript A indicates these angles are rela-
tive to the antenna. Thus, to maintain the beam pointed
at the desired earth-relative scan angle (φp, θp), expres-
sions (3) should be used to determine the electronic steering
angles.

B. Theoretical Analysis

It is of interest to study the effects of varying resolution
volume locations and sizes introduced by the copolar antenna
patterns when using MCS on radar-variable estimates. The
size of the resolution volume is determined by the beamwidth,
which is a function of steering angle in PARs, and the range
resolution which is considered constant in this work. First,
we investigate the effects of resolution volume locations on
signal power estimates. Then, we investigate biases (i.e., with
respect to the broadside beam of a stationary PAR) in copolar
correlation coefficient as a function of resolution volume
sizes. This accounts for: 1) impacts from the varying two-
way radiation pattern beamwidths for pulses within the CPI
and 2) impacts from beam pointing offsets that could be
caused by a number of reasons (e.g., quantization of steering
angles, phase noise, precision of the mechanical platform).
It is assumed herein that biases in radar-variable estimates
resulting from MCS are dominated by the mainlobe of the
copolar radiation patterns in H and V.

The normalized one-way electric field antenna patterns as a
function of steering angle can be described as [24]

Fi (φ, θ) =
gi(φs, θs) fi (φ, θ) (4)

where fi (φ, θ) is the normalized one-way electric field antenna
pattern, gi(φs , θs) is the one-way normalized power gain of the
element pattern, and i is either “H” or “V” to indicate polar-
ization. For system design purposes, it is common practice to
assume that the scan loss from a planar array has a cos3/2(θs)
(when the antenna is lying on the xy plane) dependence [16],
hence

gi(φs , θs) = cos3/2(φs) cos3/2(θs) (5)

where (φs , θs) are the steering angles relative to broadside
in the antenna coordinate system (as shown in Fig. 3). For
simplicity, axially symmetric Gaussian functions are used to
model the mainlobe of copolar H and V radiation patterns [6].
This is without loss of generality because the most significant
contributor to the biases being modeled is the mainlobe
peak. So, whereas practical PAR patterns may not exactly
follow a Gaussian beam model, in this context, the impacts
of deviations from such model are very small. Since MCS
operates mostly in φ, changes in θ (within the CPI) are ignored
so this dimension is dropped to simplify the notation. Assume
that the standard deviation of the Gaussian patterns is σh

and σv , and that the difference in pointing direction is �φ .
Note that pointing offsets could come from many sources
(e.g., phase shifters or mechanical bias) and therefore �φ is
treated here as a uniformly distributed random variable. Then,
the power-normalized one-way power pattern of the mainlobe
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electronically steered at φs can be expressed as [6] (C.16)

f 2
h (φ) = 1

2σh
√
π

exp

�
− (φ − φs +�φ/2)2

4σ 2
h

�
(6)

and f 2
v (φ) = 1

2σv
√
π

exp

�
− (φ − φs −�φ/2)2

4σ 2
v

�
. (7)

These widths are proportional to the HPBWs in H and
V, and are expressed as σ 2

i = φ2
1i/16 ln 2 [6], where φ1i is the

HPBW in φ and “i” is either “H” or “V.” Furthermore, PAR
beamwidth variations as a function of steering angle (relative
to the array broadside) can be approximated by [16]

φ1i(mTs) ≈ φ1i(0)

cos[φs(mTs)] and θ1i(mTs) ≈ θ1i(0)

cos[θs(mTs)]
(8)

where φ1i (0) and θ1i (0) are the broadside beamwidths in φ
and θ , respectively. This expression indicates that when using
MCS, volume sizes for every pulse in the CPI are slightly
different and the change is approximately proportional to
[cos(φs) cos(θs)]

−1. Note that this change is negligible for
small values of φs and θs .

Of interest is to compute signal power estimate as a func-
tion of steering angle and for the copolar antenna pattern
functions adopted. The signal power estimate is computed
as the average of M instantaneous signal-power samples.
We assume a point target located in the center of the volume
corresponding to the middle sample to obtain an upper bound
on the largest biases from varying resolution-volume locations.
Assuming a high signal-to-noise ratio (SNR) such that the
impact of the receiver noise can be considered negligible (i.e.,
SNR ≥ 20 dB)

P̂h

Ph
� 1

M

M−1�
m=0

|Vh(mTs)|2 − Nh

≈ 1

M

M−1�
m=0

|Vh(mTs)|2 ≈ · · ·

· · · ≈ 1

M

M−1�
m=0

�
φ,θ

|Fh(φm)|4dφ (9)

where P̂h and Vh(mTs) are the signal power estimate in H and
the received complex voltage for the horizontal polarization,
respectively. Then, using (4) and (5) with gi(φs , θs) expressed
as a function of time as in (8), (6), σh as a function of
φ1h(mTs), into (9)

P̂h = 1

M

M−1�
m=0

gh(mTs)
2 2

φ1h(mTs)


ln (2)

π
· · ·

· · ·
�
φ

exp

�
−
�
φ − φs(mTs)+�φ(m)/2

�2
φ2

1h(mTs)/2 ln 2

�
(10)

where φs(mTs), gh(mTs), and φ1h(mTs) are the steering angle,
the power gain for the H polarization, and the HPBW as a
function of sample number, respectively. Note that �φ is a
function of m. The bias of power estimates (with respect to

the broadside and with no antenna motion) is computed as

δPh

Ph
= 1 − P̂h

Ph
= 1 − 1

M

M−1�
m=0

gh(mTs)
2 · · · · · · 2

φ1h(mTs)

×


ln (2)

π

�
φ

exp

�
−
�
φ − φs(mTs)+�φ(m)/2

�2
φ2

1h(mTs)/2 ln 2

�
.

(11)

For a constant φs, this expression represents the bias of power
estimates from an RPAR scanning a fixed electronic beam
pointed at φs . In particular for φs = 0◦, it represents the bias
introduced by sampling slightly shifted uniform resolution vol-
umes, as in the conventional scan of a reflector-antenna radar.
Similarly, selecting φs(mTs) = φA

MCS(mTs) in (3) provides
an expression for the bias in power estimates arising from
the changes in copolar patterns of the RPAR scanning when
using MCS. Note that (11) accounts for the scan loss (i.e.,
gain variations as a function of steering angle) as well as the
change in volume size as a function of sample.

The estimator for the copolar correlation coefficient, ρhv ,
in the simultaneous transmit simultaneous receive (STSR)
mode is defined as [25]

ρ̂hv =
��� 1

M

�M−1
m=0 V ∗

h (mTs)Vv(mTs)
���


P̂h P̂v
(12)

where Vv(mTs) and P̂v are the echo voltage and estimated
signal power in V, respectively. For the following analysis,
assume that resolution volumes are homogeneously filled with
identical scatterers so that in case of perfectly matched beams
in width and pointing direction, the true copolar correlation
coefficient is equal to ρhv , despite the changes in size and
location of resolution volumes in an MCS CPI. That is, we
are focusing on the impacts of imperfect matching between the
H and V patterns. The bias of ρhv due to copolar mainlobe
differences between the H and V polarizations is given by [26]

δρhv = ρhv
1

M

M−1�
m=0

⎡
⎣ �

φ,θ
F2

h F2
v��

φ,θ F4
h

�
φ,θ F4

v

− 1

⎤
⎦. (13)

The integrals in (13) are 2-D over the hemispheric solid
angle defined by φ and θ . A closed-form expression can
be derived for the case of interest (i.e., narrow beams)
using (4)–(7)�

φ,θ F2
h F2

v��
φ,θ F4

h

�
φ,θ F4

v

= 2φ1hφ1v

φ2
1h + φ2

1v
exp

�
−4�2

φ ln (2)

φ2
1h + φ2

1v

�
(14)

and then inserting into (13) to get

δρhv = ρhv
1

M

M−1�
m=0

�
2φ1hφ1v

φ2
1h +φ2

1v
exp

�
−4�2

φ ln (2)

φ2
1h +φ2

1v

�
−1

�
. (15)

The dependence of φ1h (and θ1h) with sample time is dropped
to simplify notation, but it is emphasized that beamwidths
are a function of sample time as described by (8). Similarly,
it is emphasized that each realization (m) results in a dif-
ferent value of �φ , although this is not explicit in the
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Fig. 4. Biases in (a) signal power and (b) correlation coefficient due to copolar mainlobe differences within the CPI estimated using (11) and (15). Note
that for (b) the left ordinate axis (in black) is used for the ideal cases (i.e., ε = 0 and ψ = 1) and the right one (in blue) for all others.

expression. A quick check of this expression indicates that,
for zero beam offset and equal beamwidths in H and V,
δρhv = 0. In deriving (15), it is implicitly assumed that the
antenna beams are circular (φ1h = θ1h). For elliptical beam
patterns, which represent the more general shapes of H and V
beams of a PAR, the pertinent equation (15) becomes

δρhv = ρhv
1

M

M−1�
m=0

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2φ1hφ1v

φ2
1h + φ2

1v
exp

�
−4�2

φ ln(2)

φ2
1h + φ2

1v

�
× · · ·

· · · 2θ1hθ1v

θ2
1h + θ2

1v

exp

�
−4�2

θ ln (2)

θ2
1h + θ2
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where �φ and �θ are offsets in φ and θ , and are uniformly
distributed random variables in sample time.

For illustration, assume that beamwidths in H and V are
matched (φ1h = φ1vn) in (15), but there is an offset in beam-
pointing directions (�φ 	= 0), as follows:

�φ ≤ ±εφ1v (17)

where ε is an upper bound on the beam pointing offset normal-
ized to the beamwidth, which is assumed to be much smaller
than 1. Inserting these conditions into (15), and assuming
that the pointing offset causes reduction of the correlation,
we arrive at

χ � δρhv + ρhv

ρhv
≤ exp

�−2 ln(2)ε2
�

(18)

which represents a correlation reduction factor due to a beam
pointing mismatch �φ ≤ ±εφ1h . Next, solving (18) for ε
leads to

ε ≤ ±
#

− 1

2 ln (2)
ln(χ). (19)

This expression can be used to determine the maximum point-
ing offset between H and V that is allowed for a required bias
in ρhv . For example, for the required bias2 of 0.01, a χ ≥ 0.99
results in |ε| ≤ 0.085. And for a beamwidth of ∼1◦,
|�φ| ≤ 0.085◦. Considering the demanding requirement on the

2Specified in the NOAA Radar Functional Requirements document p. 13.

bias of ρhv , which is very sensitive to measurement errors, it is
expected that this pointing accuracy should be sufficient to
achieve similar requirements for other polarimetric variables,
although polarimetric measurements of differential phase and
linear depolarization ratio are also extremely sensitive to errors
and mismatches. A detailed theoretical analysis of the required
pointing accuracy for other polarimetric variables is beyond
the scope of this article and is left for future research. This
important result has to be considered in the design of the
RPAR; as will be discussed in Section II-C, the choice of phase
shifters will impact the achievable accuracy of ρhv estimates.
Another important aspect that needs to be considered is the
mismatch of H and V beamwidths, which is conveniently
represented by their ratio, defined here as ψ = φ1h /φ1v .

Biases in signal power and correlation coefficient due to
copolar mainlobe differences within the CPI estimated using
(11) and (15) are shown in Fig. 4 as a function of the
normalized azimuthal sampling�φ, and for different values of
ε and ψ . To provide bounds on the performance of MCS with
respect to scanning with no beam steering (e.g., a mechanical
scanning antenna), we have included the point target and
uniform weather target biases resulting from no MCS. Fig. 4(a)
shows that for the case with no beam steering (referred to as
“No MCS” in Fig. 4), signal power estimates are unbiased
for a uniform weather target (i.e., constant reflectivity), and
are negatively biased for a point target (i.e., can be thought
of as a very large gradient of reflectivity). Considering that
actual precipitation does not have perfectly uniform nor point
target characteristics, the biases for the case with no beam
steering lie between these two curves. Considering the MCS
performance for zero beam offset (i.e., ε = 0), there is a small
negative bias (<0.1 dB) in signal power estimates. Note that
for the �φ typically used in WSR-88D VCPs (i.e., 0.5 or
1), this bias is insignificant (<0.0025 dB). For a uniformly
distributed offset with |ε| ≤ 0.085, the power bias from MCS
is comparable to that resulting for the point target case with no
beam steering up to �φ ∼ 1, and lower for �φ > 1. A similar
conclusion can be drawn from the case when ε is twice
that value (i.e., |ε| ≤ 0.17). For all MCS cases in Fig. 4(a),
biases are small and well within the reflectivity data-quality
requirements. Fig. 4(b) shows that with zero beam offset
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(i.e., ε = 0) and perfectly matched beamwidths (i.e., ψ = 1),
the bias in ρhv from MCS is negligible (δρhv < 0.0004),
while the estimates when scanning with no beam steering
are unbiased for a uniform weather target. As expected,
the negative bias in ρhv for the point-target case and with
no beam steering increases rapidly. This case is included for
completeness, but since ρhv has meaning only in the context
of weather observations, the point-target curve is not discussed
further. Note that the left ordinate axis (in black) is used for
the no-beam-steering and ideal MCS (i.e., ε = 0 and ψ = 1)
cases and the right axis (in blue) for all others. For a uniformly
distributed ε, with |ε| ≤ 0.085, and ψ = 1 or ψ = 1.03,
the expected bias is δρhv ∼ 0.01 (as designed with χ = 0.99),
and there is little-to-no dependence with the normalized
azimuthal sampling. Similarly, for |ε| ≤ 0.17, and ψ = 1 or
ψ = 1.03, δρhv ∼ 0.04. It is apparent from these curves that
the differential beam pointing offsets considered have a larger
impact on ρhv estimates than a 3% mismatch (ψ = 1.03) in H
and V beamwidths, although the impact of the same beam mis-
match is larger as the pointing offset increases. In summary,
these results show that for relatively accurate beam pointing
(i.e., |�φ| ≤ 0.085φ1h), MCS achieves the required data
quality on signal power and correlation coefficient estimates,
but it would result in unacceptable data quality degradations
for larger pointing offsets (e.g., |�φ| > 0.085φ1h). We note
that it is generally not possible to use these results to correct
for the biases, because these biases depend on the instan-
taneous beam pointing offset (i.e., pulse to pulse) and the
actual weather signal characteristics, which are unknown in
the typical weather surveillance operation.

C. MCS Concept of Operations

It is of interest to define two CONOPS that use the MCS
technique. Provided that the beam pointing offset is sufficiently
small (e.g., �φ ≤ ±0.085φ1h) and that the H and V beams
are adequately matched (i.e., φ1h ≈ φ1v ), MCS could improve
azimuthal resolution without impacting the quality of radar-
variable estimates. Two alternatives are presented along with
tradeoff considerations associated with each CONOPS. Both
CONOPS discussed in this subsection were implemented on
the ATD system and are demonstrated in Section IV.

1) Broadside MCS: A straightforward implementation of
MCS can be achieved by using (3) with φp = 0◦ and θp =
90◦ − θel . For illustration, assume the antenna is not tilted
(i.e., θT = 0◦) and θel is a small angle (e.g., 0.5◦) such that
sin(θp) ≈ 1 and cos(θp) ≈ θp, which reduces (3) to

φA
BMCS(mTs) = χTs

�
(M − 1)

2
− m

�
θ A

BMCS(mTs) = θp (20)

where the subscript indicates broadside MCS (BMCS). This
expression provides the electronic steering angles for trans-
mitted pulses within the CPI defined by M and Ts , and it
results in a normalized azimuthal sampling of �φ = χMTs /φ1.
That is, as the RPAR rotates, motion is compensated by the
steering angles in (20) such that all resolution volumes defined
by samples in each CPI are centered at φk = k (χMTs) where
k ∈ {0, 1, 2, . . .} and it represents a CPI index number.

TABLE I

FB-MCS CONOPS

There are a couple of major advantages of this CONOPS.
First, since the steering angles are relatively small and remain
close to the antenna’s principal planes, it is expected that a
simple broadside calibration (i.e., similar to that of a rotating
reflector-antenna radar) will be sufficient for the required accu-
racies of radar-variable estimates. Second, considering that the
set of pointing angles resulting from (20) for a predefined CPI
are deterministic, this results in an invariant scan strategy that
mitigates beam-smearing effects with negligible data quality
impact, and does not require additional signal processing for
implementation.

Nevertheless, the simplicity of this CONOPS imposes some
constraints on the effective use of the RPAR’s resources to
meet the prescribed functional requirements. That is, while this
simple CONOPS may mitigate beam-smearing effects (which
results in a smaller required antenna aperture), it does not sup-
port achieving other demanding functional requirements such
as the quality of radar-variable estimates. A more advanced
MCS CONOPS that could support improved data quality is
discussed next.

2) Forward-Looking and Back-Scanning MCS: The
CONOPS discussed here uses a scan strategy based on
forward-looking and back-scanning MCS (FB-MCS) beams.
Forward-looking beams consist of short-dwell CPIs for which
the steering angles are ahead of the radar rotation and are
designed to provide sufficient surveillance information about
upcoming potential regions of interest. Back-scanning beams
consist of longer dwell CPIs for which steering angles are less
than or equal to those from forward-looking beams and are
designed to provide high-quality weather observations. In the
FB-MCS CONOPS, CPIs of FB beams are interleaved. The
concept is illustrated in Fig. 5, where a top view of the RPAR
shows a wide spoiled transmit beam used for the forward
beams (black pattern) and a narrow pencil beam used for
the back-scanning beams (blue pattern). Digital beamforming
is coupled with forward-looking beams to increase the
coverage of these quick surveillance beams by transmitting a
spoiled beam in azimuth and receiving multiple simultaneous
beams [27]. MCS beam-pointing angles for these beams are
derived using (3). An example set of scan parameters that
interleaves FB beams is summarized in Table I.

In conjunction with the FB-MCS CONOPS, the RPAR’s
beam agility can be used to focus the scan in regions of
interest within the visible region (e.g., typically ±45◦ from
broadside) as the radar rotates. This is an example of adaptive
scanning, by which the scan strategy dynamically evolves to
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Fig. 5. FB-MCS CONOPS. The solid black circle represents center of
rotation and the green rectangle represents the PAR antenna.

make efficient use of the radar resources observing regions
of interest [12]. The back-scanning beams considered in this
work are deterministically scheduled but could conceptually
be scheduled adaptively. That is, using information from
the forward-looking beams, the back-scanning beams can
be defined (i.e., beam positions and dwell times) to tailor
the observations on significant weather echoes. For example,
the maximum range of storms could be computed from the
forward-looking beams, and the CPIs of the back-scanning
beams could be designed to match these maximum ranges.
While the PRTs of the backward beams are reduced (to match
the maximum range of storms), the number of samples would
be increased to approximately maintain the dwell time. This
would lead to improved radial velocity and spectrum width
estimates (due to the extended Nyquist co-interval), more
effective mitigation of ground clutter contamination, and to
a reduction in the variance of estimates (due to the increased
number of samples). MCS would be especially beneficial for
scheduling back-scanning beams to maximize the use of radar
resources with the goal of improving weather observations and
meeting functional requirements. This potential application of
the FB-CONOPS is presented here to motivate the use of MCS
at off-broadside steering angles. An adaptive implementation
of the FB-MCS CONOPS is beyond the scope of this work
and will be considered for future research.

III. PERFORMANCE OF MCS

High-fidelity RPAR simulations were developed to evaluate
the performance of MCS to enhance azimuthal resolution, and
to quantify its impact on the bias of polarimetric-variable
estimates. One set of simulations is used to evaluate the
performance of MCS on enhancing azimuthal resolution (i.e.,

decrease the effective beamwidth); these are designed to
quantify the importance of beam pointing accuracy to achieve
a significant reduction in the effective beamwidth. The other
set of simulations is used to quantify the impact of MCS on
data quality; these are designed to capture the combined effects
of sampling concentric nonuniform resolution volumes and
antenna radiation patterns. Data produced with both sets of
simulations are compared to RPAR simulations that do not
use MCS as well as to PAR operation in a stationary mode.

A. Azimuthal Resolution

As argued before, the performance of MCS could have
important implications in the size of the antenna aperture
needed to meet angular-resolution requirements. That is,
as illustrated in Fig. 1, an antenna aperture with a stationary
beamwidth of 1◦ on broadside results in a ∼1.23◦ effective
beamwidth when sampling at �φ = 1. Thus, an aperture with
a stationary beamwidth of 0.8◦ on the broadside is needed
for an effective beamwidth of 1◦ at �φ = 1. However,
this can result in a significant increase in aperture size
(e.g., N1◦ = 11, 700 to N0.8◦ = 18, 100), which would increase
system complexity and cost. The use of MCS could result
in a reduction of the effective beamwidth, thus potentially
reducing system cost. It is important to note that the per-
formance of MCS to enhance the RPAR’s angular resolution
is mostly controlled by beam-pointing accuracy (determined
by the pointing offset �φ) and knowledge of the platform’s
mechanical position.

The beam pointing accuracy of a phased array antenna is
dictated by the performance of phase shifters in the antenna
elements [28]. Phase shifters control the phase of the signals
at each radiating element to electronically form a collimated
beam in the desired direction. A digitally controlled phase
shifter with n bits has 2n phase states separated by phase
steps of 2π /(2n) [16]. This phase quantization introduces an
error in the steering phase at the element level and may
cause a distortion of the resulting antenna pattern. Two major
adverse effects from phase quantization have been the subject
of several research efforts: increase in antenna sidelobe levels
and beam-pointing accuracy [29].

Phase quantization errors are predictable and are typically
considered in the design of phased array antennas. Neverthe-
less, imperfections in antenna fabrication and other sources of
error (e.g., differences in the power divider network, failed
bits in phase shifters, mutual coupling between elements,
and thermal noise) introduce random phase errors that are
well approximated by a Gaussian probability density func-
tion with zero mean [16], [30], [31]. These random phase
fluctuations have to be considered to quantify the impact
of beam pointing accuracy as a function of n on the effec-
tive beamwidth achieved by MCS. The simulation developed
for this analysis includes phase quantization errors and also
random phase errors. Random amplitude fluctuations gener-
ated from a Gaussian distribution with a standard deviation
of −6 dB, which are characteristic of the real antenna hard-
ware [23], were also introduced to model elements failures
across the array.
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The transmit and receive antenna patterns are generated
as the product of a measured embedded element pattern and
a simulated array factor [16]. The array factor is generated
using the Fourier method. The measured embedded element
pattern3 is used to enhance the fidelity of simulations and
corresponds to that of an element designed for the ATD
system [32]. Steering phases at the element level are produced
by quantizing Gaussian random variables with a mean equal to
the desired quantized steering phase (rounded to the nearest bit
as a function of n) and a standard deviation of 5◦ [16]. As is
done conventionally, transmit patterns are generated with a
uniform taper to maximize sensitivity and receive patterns are
tapered with a Taylor window to reduce sidelobe levels. This
simulation captures the systematic and random phase errors
and includes effects from both copolar and cross-polar antenna
radiation patterns.

The procedure described is used to simulate M patterns
steered in φ using MCS as described in (2). Without loss
of generality, φp is assumed to be 0◦, which corresponds to
BMCS. Results can be scaled by 1/cos(φp) for the effective
beamwidth at a pointing angle φp 	= 0. RPAR rotation is
simulated by shifting each pattern in φ by −χmTs , which
assumes a uniform antenna rotation rate in azimuth. The
effective antenna pattern is obtained by adding these M
patterns, from which the effective beamwidth is measured.
Results for n = 5, 6, and 7 bits are presented in Fig. 6 as
a function of the normalized azimuthal sampling �φ. It is
apparent from the results in Fig. 6(a) that due to phase errors
(dominated by quantization errors), 5-bit phase shifters are
not sufficient to mitigate beam-smearing effects considerably.
In this case, an antenna aperture with a stationary beamwidth
of 1◦ on broadside results in a ∼1.20◦ effective beamwidth
when sampling at �φ = 1◦. This indicates that the pointing
offset for n = 5 was relatively large and the centers of
resolution volumes could not be aligned with the required
precision. The effective beamwidth was greatly reduced with
n = 6, as shown in Fig. 6(b). While not completely mitigated,
beam-smearing effects are largely reduced with 6-bit phase
shifters, being the effective beamwidth within 0.1◦ from the
stationary beamwidth for all N and all �φ. Lastly, Fig. 6(c)
indicates that for n = 7 beam-smearing effects are negligible
and the effective beamwidth is approximately equal to the
stationary beamwidth.

Results presented here quantify the performance of MCS
in enhancing angular resolution by mitigating beam-smearing
effects as a function of phase shifter bits. It is expected that
6-bit phase shifters [Fig. 6(b)] are sufficient for achieving good
MCS performance, while 7-bit phase shifters would be ideal.

B. Data Quality

The simulations used to evaluate the impact of MCS on
data quality are based on the approach proposed by Ivić [33],
which combines the effects of simulated or measured radiation
patterns with simulated time-series signals. It applies the

3Measurements were obtained in the near-field chamber at the Massa-
chusetts Institute of Technology (MIT) Lincoln Laboratory facilities during
March–April 2018.

Fig. 6. Effective beamwidth as a function of the normalized azimuthal
sampling �φ for (a) n = 5, (b) n = 6, and (c) n = 7 phase shifter bits.
The stationary beamwidth for all cases is for the broadside position.

well-established backscattering matrix model [23], [24] that
includes bulk statistical properties of scatterers within a resolu-
tion volume over the dwell time coupled with electromagnetic
wave propagation and radar system effects. In addition to the
copolar biases quantified in Section II-B, the simulation can be
used to quantify the effects from both the copolar and cross-
polar antenna radiation patterns. The present work considers
copolar antenna patterns only.
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Fig. 7. Copolar beam peaks for the transmit antenna pattern of the simulated RPAR pointed at φaz = 45◦ and θel = 20◦, with a rotation rate of χ = 21.15◦ s−1,
M = 15, and Ts = 3 ms. (Top row) Beam peaks corresponding to constant beam steering for samples m = 1, 8, and 15. (Bottom row) Beam peaks corresponding
to MCS for the same samples. The black dot represents the desired pointing angle φaz and θel (earth-relative coordinates), which is constant in earth-relative
coordinates for the duration of the CPI.

The RPAR simulation procedure is similar to that discussed
in Section III-A. A set of M simulated transmit and receive
patterns are steered in φ using MCS as described in (2),
and rotation is simulated by shifting each pattern in φ by
−χmTs . The two-way patterns are sampled at the desired
pointing angle φp and θp for every m. It is assumed that
the pointing angle (relative to the earth coordinate system) is
constant for the duration of the CPI, and that steering angles
for simulated patterns may change as a function of sample m.
RPAR simulations for the case where constant beam steering
is used (i.e., no MCS) are also generated for reference using
the same procedure. An illustration of the copolar transmit
beam peaks resulting from this simulation procedure is shown
in Fig. 7, where the beam pointing angle is φaz = 45◦ and
θel = 20◦ (φaz = φp, and θel = 90◦ – θp), the rotation rate is
χ = 21.15◦ s−1, M = 15, and Ts = 3 ms. The top row shows
the beam peaks with constant beam steering (i.e., no MCS) as
a function of steering angle relative to the array broadside
for samples m = 1, 8, and 15, while the bottom row is
analogous but using MCS. Note that since the steering angle
for this example is far from the broadside, there is a scan
loss of ∼1 dB. Black dotted lines delineate contour levels of
constant power with respect to the beam peak (in dB). The
black dot represents the desired pointing angle φaz and θel ,
which is constant in earth-relative coordinates for the duration
of the CPI. It can be observed in the top-left (m = 1) and
top-right (m = 15) panels that the beam is not accurately
pointed at the desired angle. For example, this would translate
into a loss of ∼0.5 dB in power if scanning a point target.

Although this would generally have little impact on uniformly
distributed weather targets, it could introduce biases in large
reflectivity gradients such as those observed in tornado vor-
tices. Applying MCS results in more accurate pointing and a
negligible power loss (with respect to the peak of the pattern)
due to the pointing offset. The complex samples obtained
from two-way patterns at the desired pointing angle are used
in the backscattering matrix model, which includes statistical
properties of meteorological scatterers. This generates the
simulated time series of complex voltages, from which spectral
moments and polarimetric variables are estimated.

To understand the impact of MCS on the quality of vari-
ables using the described simulation procedure over the scan
volume, the space of pointing angles φaz ∈ [−45◦, 45◦] and
θel ∈ [0◦, 20◦] is simulated, with a grid spacing for both φaz

and θel of 1◦. As before, constant beam steering is simulated
for reference over the scan sector. It represents an RPAR
scanning with a set of M identical electronic beams steered a
constant angle (in the antenna-relative coordinate system) as
the radar rotates. These simulations assume identical statistical
properties for precipitation in the entire scan sector. Simu-
lated weather signals are generated with an SNR of 20 dB,
σv = 2 m s−1, ZDR = 0 dB, ρhv = 1, M = 15, and Ts = 3 ms.
The simulated radial velocity and DP are arbitrarily set to
0 (m s−1 and ◦, respectively) since these do not impact the
variables under consideration. Antenna characteristics based
on the ATD system are adopted for this analysis since this sys-
tem is used to demonstrate MCS in Section IV. This antenna is
composed of 4,864 radiating patch-antenna elements with dual
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Fig. 8. Columns from left-to-right correspond to a stationary PAR, an RPAR not using MCS, and an RPAR using MCS, respectively. From top-to-bottom,
the rows correspond to biases of Zh , ZDR, and ρhv . Absolute calibration constants for the broadside beam are derived from the stationary PAR for unbiased
powers on both polarization channels (H and V) and applied to all three cases.

linear polarization (H and V). The arrangements of antenna
elements in the ATD have been spaced by half wavelength
which results in a ∼4 ×4 m2 aperture that produces a ∼1.58◦
beamwidth on the broadside. Antenna elements are designed
with 6-bit phase shifters. It is assumed that the antenna tilt
angle is 0◦, that is, the broadside is perpendicular to the z-axis.

Simulation results quantifying the copolar beam steering
biases are presented in Fig. 8. Columns from left-to-right
correspond to a stationary PAR, an RPAR not using MCS,
and an RPAR using MCS, respectively. From top-to-bottom,
the rows correspond to biases of reflectivity (Zh), differential
reflectivity (ZDR), and ρhv . Absolute calibration constants for
the broadside beam are derived from the stationary PAR for
unbiased powers on both polarization channels (H and V) and
applied to all three cases.

Comparing the results for Zh on the first row, it is apparent
that positive biases for the RPAR not using MCS are higher
along the azimuth planes at ∼±38◦, with respect to both the

stationary PAR and the RPAR using MCS. Negative biases
along the azimuth plane at ∼0◦ are lower than those for
the stationary PAR and the RPAR using MCS (specially at
higher elevations). Comparing the results for ZDR on the
middle row, it is apparent that all three cases have very
similar performance. To understand this, consider that ZDR

is the ratio of the H and V signal powers, each of which
is estimated by averaging M signal power samples from
potentially nonconcentric or nonuniform volumes. Volume
locations or sizes for the H and V polarizations may change
in a relatively similar manner as a function of steering angle.
The resulting relative changes in signal powers from a set
of M nonconcentric or nonuniform resolution volumes are
thus similar, and differences cancel out in the ratio. Lastly,
comparing the results for ρhv on the last row, it is apparent
that estimates for the stationary PAR and the RPAR using
MCS are unbiased, and there are small negative biases for the
RPAR not using MCS.
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Fig. 9. Absolute bias differences between the stationary PAR and the RPAR
using MCS (Top) Zh , (Center) ZDR, and (Bottom) ρhv . The δ|B[·]| notation
is used to denote the difference in the absolute value of biases.

Biases for the RPAR not using MCS come from differences
between the cross correlation power [the numerator in (12)]
and the geometric mean of H and V signal powers. The bias
magnitude for ρhv increases as a function of steering angle
relative to the broadside, with unbiased estimates at φaz ∼ ±8◦
and θel = ∼ 0◦ − 6.◦, and the largest biases in the scan sector
at φaz ∼ ±45◦ and θel = 20◦. Nevertheless, the largest bias
magnitudes obtained for the RPAR not using MCS are on
the order of 0.003, which are small enough and meet the
requirements for the weather surveillance mission [4].

Absolute bias differences between the stationary PAR and
the RPAR using MCS are shown in Fig. 9. Panels from
top-to-bottom correspond to differences in the absolute value
of biases for Zh (δ|B[Z Co

h ]|), ZDR (δ|B[Z Co
DR]|) and ρhv

(δ|B[ρCo
hv ]|), respectively. Notice that the color map scales are

an order of magnitude smaller than the corresponding ones
in Fig. 8. It is apparent from the top and center panels that
biases of the stationary PAR and the RPAR using MCS for Zh

and ZDR are very similar. The bottom panel shows that there
may be small biases in ρhv for the RPAR using MCS in some
areas of the scan sector, but these are negligible (∼10−4) and
are therefore ignored herein. These results show that a system
designed with sufficient pointing accuracy can be operated
as an RPAR using MCS, and the impact on radar-variable
estimates is comparable to that obtained when operating the
same system as a stationary PAR. That is, by using MCS
and compensating for antenna motion, the radar matches
the performance of a stationary PAR system. Nevertheless,
intrinsic scan-dependent measurement biases coming from the
copolar antenna patterns (present in both the stationary PAR
and MCS-RPAR, as shown in Fig. 8) must be addressed.

It is understood that stationary PAR systems are subject to
scan-dependent measurement biases coming from the antenna
patterns as they are electronically steered in various direc-
tions [34]. These are caused by the H and V copolar antenna
patterns that vary with beam steering direction and are quan-
tified on the first column of Fig. 8 for the ATD system when
it is operated as a stationary PAR system. The effects of these
variations can be addressed via corrections using appropriate
values at each broadside location. If the cross-coupling effects
are sufficiently suppressed with phase coding [35] and given
a sufficiently narrow antenna main beam, the corrections can
be conducted using only the measurements of the copolar
pattern peaks [36]. Considering that biases in the stationary
PAR and the RPAR using MCS are comparable, radar-variable
corrections for the copolar biases of the ATD operated as a
stationary system derived by [37], [38] are used to demonstrate
the RPAR using MCS in Section IV.

IV. PRACTICAL IMPLEMENTATION AND DEMONSTRATION

OF MCS ON THE ATD

The recently installed ATD radar system at the NSSL in
Norman, OK, is an active S-band planar dual-polarization
PAR. It was funded jointly by NOAA and the Federal Aviation
Administration (FAA). It is being developed by the NSSL,
the Cooperative Institute for Mesoscale Meteorological Stud-
ies (CIMMS) at the University of Oklahoma, MIT Lincoln
Laboratory, and General Dynamics Mission Systems [39]. The
main purpose of this proof-of-concept system is to evaluate
the suitability of PAR technology for weather observations,
but it was not designed to meet the beamwidth or sidelobe-
level requirements specified in [4]. For a stationary PAR
system designed to meet the beamwidth and sidelobe-level
requirements, using MCS when operating this system as an
RPAR would mitigate beam smearing without increasing the
sidelobe levels (since MCS steering angles are small). That is,
the system would still meet the requirements when using MCS,
because the sidelobe structure of the effective MCS pattern is
approximately the same as that of the stationary PAR. The
beam steering generator allows pulse-to-pulse control of the
steering angle for transmitted H and V signals, which makes
this system capable of implementing both MCS CONOPS
presented here.
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Fig. 10. SNR of signals received by the ATD system on the H polarization while rotating past the target as a function of the pedestal (i.e., mechanical)
azimuth. Solid lines show the single-pulse SNR and dot markers show the SNRs estimated by averaging those from the M samples in each CPI.

The BMCS and FB-MCS CONOPS were implemented on
the ATD to demonstrate these concepts in an experimental
research environment. First, a point target was scanned with
BMCS to validate the practical implementation and to quantify
the beam pointing offset. Then, both BMCS and FB-MCS
were used to illustrate the MCS technique for polarimetric
weather observations. The FB-MCS was implemented with
the parameters defined in Table I.

A. Point-Target Experiment

Successful implementation and calibration of the MCS
technique were verified by rotating the antenna while scanning
past a stationary point target located in the vicinity of the
ATD. Specifically, a set of data were collected with the ATD
rotating over a ∼20◦ sector at χ = 4 ◦ s−1, M = 65, and
Ts = 3 ms. The antenna broadside was commanded to rotate
from 290◦ to 310◦ azimuth with respect to North, with the
target located at 31.65 km in range and approximately 300.96◦
azimuth with respect to North. The antenna broadside was
positioned to a 0.5◦ mechanical elevation. Two subsequent
scans were conducted: 1) the transmit and receive beams were
electronically maintained at broadside in azimuth and elevation
and 2) the transmit and receive beams were electronically
steered in azimuth and elevation using the BMCS CONOPS
in Section II-C1. The pointing angles for 2) were initially
obtained using the theoretical expression (20), but were not
sufficiently accurate as the pedestal positioner is not able to
maintain a perfectly constant rotation speed. A model of the
ATD’s mechanical motion in azimuth was derived by fitting
third-order polynomials to pedestal positions measured at a
rate of 10 Hz when the system was commanded to rotate at

the speeds of 2, 4, and 8◦ s−1. This model agreed well with
the theoretical expression in (20) for the linear and constant
terms

φ̃A
BMCS(mTs) = 0.0034(mTs)

3 + · · ·
· · · + 0.052(mTs)

2+χ Ts

�
(M−1)

2
−m

�
(21)

and was adopted for the practical implementation of MCS
on the ATD under both CONOPS presented as the pedestal
motion is independent of electronic steering angle.

The SNR of signals received by the ATD on the H polar-
ization while rotating past the target as a function of the
pedestal (i.e., mechanical) azimuth is presented in Fig. 10. The
platform’s mechanical azimuth (with respect to North) is used
to compare the SNRs measured with MCS with those from
a mechanically scanning antenna (i.e., not using MCS). Solid
lines show the single-pulse SNR estimates and dot markers
show the SNRs estimated by averaging those from the M
samples in each CPI (herein referred to as the CPI estimate).
The blue line represents the SNRs for the RPAR not using
MCS and its shape resembles the mainlobe of the two-way
antenna patterns. The solid black line represents the single-
pulse SNRs of the RPAR using MCS and its shape resembles
a staircase plot where the SNRs at each step are sampling
approximately the same resolution volume, and therefore the
returned powers are approximately constant. The inset plot
shows that the CPI estimate obtained using MCS is 71.81 dB
while that obtained without MCS is 71.16 dB. It is apparent
that CPI estimates obtained using MCS are closer to true
SNRs, since estimates are closer to the single-pulse SNRs
on the blue curve, in particular, the peak SNR return from
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TABLE II

RADAR SYSTEM PARAMETERS AND SCAN STRATEGIES

the point target which is 71.82 dB. Furthermore, the standard
deviation of single-pulse SNRs for the samples in the CPI
that contains the peak return (∼301◦) is 0.033 dB with MCS,
and 0.61 dB without MCS. This order of magnitude reduction
in the variance of SNRs from a point target indicates that
power estimate biases arising from approximately concentric
nonuniform resolution volumes are much smaller than those
from nonconcentric uniform volumes.

The mean standard deviation of absolute azimuth pointing
angles (i.e., the summation of the mechanical and electronic
azimuths) of samples within CPIs is 0.008◦ with MCS, and
0.21◦ without MCS. This average standard deviation of point-
ing angles measured when using MCS is used to characterize
the pointing offset, which is consistent with that obtained
in the simulations presented in Section III (∼0.006◦). The
small difference between simulated and measured standard
deviation of pointing angles is largely due to mechanical
system imperfections, which were not considered in the sim-
ulations. Using ε ≤ ±0.085 (for χ = 0.99), and (17) with
φ1h = 1.58◦, a pointing offset of �φ ≤ ±0.143◦ is obtained
for the ATD system. Since this pointing offset is much larger
than the measured standard deviation of MCS pointing angles,
the performance is considered acceptable to largely mitigate
beam smearing using the ATD system without impacting
polarimetric data quality.

B. Polarimetric Weather Observations

1) BMCS CONOPS: The first experiment is used to illustrate
the BMCS CONOPS whereby MCS is used to compensate
the radar motion for samples within a CPI centered on the
elevation principal plane. Sector scans were collected in rapid
succession using the STSR mode on May 5, 2020 to sample
a rapidly evolving mesoscale convective system at a range
of approximately 100 km. For scan 1, the ATD rotated at
χ = 4◦ s−1, the transmit and receive pencil beams were
maintained at broadside (φaz = 0◦, θel = 0◦), mimicking
the operation of a conventional reflector-based radar. Data
from this scan were collected at 00:44:25 Z, and are used
here to verify the BMCS data. For scan 2, the ATD rotated
at χ = 4◦ s−1, the transmit and receive pencil beams were
collected using BMCS. Data from this scan were collected
22 s after scan 1, at 00:44:47 Z. For these scans, the radar
broadside was commanded to mechanically rotate clockwise
from 130◦ to 170◦ in azimuth, at constant 0.9◦ elevation, with a
continuous pulse transmission at Ts = 3 ms. For a normalized
azimuthal sampling of �φ = 0.5, the number of samples M
was set to 65 on both scans. Receiver range-time samples

were produced at a rate of 4 MHz, which results in a range
sampling interval of 37.5 m. Range-time processing was set
to incoherently average samples from six consecutive range
gates, which results in a range sampling spacing for the radar
variables of 225 m.

Data produced with this technique were verified by com-
paring them to data from a WSR-88D radar system, that has
an inherently better angular resolution than the ATD. The
KCRI radar in Norman, OK is operated and maintained by
the Radar Operations Center and it is collocated with the
ATD. The KCRI radar was following the operational VCP
number 212, which commands the antenna system to rotate
at 21.15◦ s−1 at the 0.9◦ elevation angle. For this elevation,
the CPIs from the surveillance scan consist of 15 samples at
Ts = 3 ms, with �φ = 1 (i.e., azimuthal sampling of 1◦
since the HPBW of this system is approximately 1◦), and a
φe ∼ 1.12◦. Super-resolution processing is used in the WSR-
88D, whereby the azimuthal spacing of CPIs is 0.5◦. Data for
the lowest elevation of the VCP were collected with the KCRI
radar at 00:44:36 Z, and IQ data from the same azimuthal
sector were extracted for processing. There are several archi-
tectural differences between the ATD and KCRI systems, but
since the KCRI has better effective angular resolution it is
considered here as a reference to verify the angular resolution
enhancement of the MCS technique. Radar system parameters
and scan strategies for these experiments are summarized
in Table II.

Fields of radar-variable estimates resulting from process-
ing the data from these scans are presented in Fig. 11.
Panels are organized as follows: the top row corresponds
to scan 1, the middle row corresponds to scan 2, and the
bottom row corresponds to scan 3; the columns from left to
right show fields of radar Zh , ZDR, differential phase (DP),
and ρhv . Qualitative comparison of radar-variable estimates
from scans 1 and 2 shows there are no apparent artifacts
in the data from scan 2 (MCS), and both data sets appear
to have similar meteorological features as that of scan 3.
Data from scans 1 and 2 have a smoother texture than data
from scan 3, likely due to the higher number of samples, which
results in the reduced standard deviation of radar-variable
estimates. Regions with well-defined meteorological features
are highlighted with black arrows for discussion. Comparing
the highlighted regions on fields of Zh , it is apparent that the
line of high Zh (>50 dBZ) presents a finer structure in the
field estimated with MCS data. This is also apparent in other
areas on fields of Zh, consistent with the hypothesis that MCS
reduces beam smearing. Similar conclusions are drawn from
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Fig. 11. Radar-variable estimates were obtained from three scans collected in rapid succession. Panels are organized as follows. (Top row) Scan 1 (ATD—No
MCS). Scan 2 (ATD BMCS). (Bottom row) Scan 3 (KCRI—No MCS). The columns from left to right show fields of Zh , ZDR, DP, and ρhv , respectively.

a qualitative comparison of fields of ZDR (specially in regions
highlighted with black arrows). Comparing the fields of DP

from scans 1 and 2 in this region, it is apparent that scan 2
exhibits a narrower and more defined line with increasing
values of DP along the beams with high Zh (see black arrows
in fields of DP). Since DP represents the difference in phase
from the H and V polarizations along the wave propagation
path, it typically presents radially oriented features. In this
case, it is apparent that the high radially oriented Zh core
attenuates the vertically polarized waves, which results in the
increase of DP. The narrower appearance of this feature in
the field of DP from scan 2 (i.e., BMCS) resembles that of
scan 3. Comparing the fields of ρhv from scans 1 and 2 in
this region, it is observed that scan 2 exhibits generally higher
values (i.e., closer to 1). Considering that the time difference
between these scans is relatively short (∼22 s) and that the
same noise-power estimation technique is used for all three

scans [38], the improvement in ρhv estimates is attributed to
the use of MCS.

To quantify the differences in the fields of radar-variable
estimates produced by scans 1 and 2, the absolute difference
of each of these with scan 3 is calculated. Since data from
scan 3 inherently have better azimuthal resolution, data from
scans 1 and 2 are compared to it by using the absolute
difference of estimates. Note that the effective beamwidth
of the ATD for scans 1 and 2 is 1.74◦ and 1.58◦, as indi-
cated in Table II. Given that sampling grids are different,
a simple nearest neighbor interpolation is used to map the
data from scans 1 and 2 on the sampling grid of scan 3.
The notation |δx | is used, where x is one of the radar
variables presented in Fig. 11. An SNR threshold of 8 dB is
used to censor data corresponding to weak returns (painted
in gray for reference). Further, to reduce the variance of
differences, a running average of five gates in the range
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Fig. 12. Absolute differences between fields of radar-variable estimates in Fig.11. (Top row) Absolute differences between scans 1 and 3. (Bottom row)
Absolute differences between scans 1 and 2. Columns from left to right show absolute difference fields of Zh , ZDR, DP, and ρhv , respectively.

Fig. 13. Azimuth angles of a subset of pulses in scan 2 as a function of time. These illustrate the scan angles of the FB-MCS CONOPS.

is applied on the direct absolute differences (no averaging
in azimuth is applied to preserve resolution). Results are
presented in Fig. 12, where the top row represents the absolute
differences between scans 1 and 3, and the bottom row rep-
resents absolute differences between scans 2 and 3. Black
arrows are used to highlight regions corresponding to those
discussed in Fig. 11. Fields of |δZh|, |δZDR| and |δDP| reveal
considerable improvement, i.e., lower absolute differences in
estimated fields with respect to the KCRI estimates. For the
|δZh| fields, there is a reduction from ∼3–4 dB (scan 1) to
∼1–2 dB (scan 2) in the highlighted region. For the |δZDR|
fields, there is a reduction from ∼0.6–0.8 dB (scan 1) to

∼0.4–0.6 dB (scan 2) in the highlighted region. For the |δDP|
fields, there is a reduction from ∼4◦–7◦ (scan 1) to ∼1◦–3◦
(scan 2) in the highlighted regions. As noted when comparing
fields of ρhv estimates, there appears to be no significant
differences in the field |δρhv |. These biases are relatively
large (whether MCS is used or not); this is a consequence
of the significant difference in the intrinsic beamwidths of the
ATD and KCRI radars. Since the CPIs of the ATD scans are
identical and estimates from both are compared to estimates
from the scan of the collocated KCRI radar (with a time
difference of only 22 s), differences observed are mostly a
consequence of the different azimuthal resolution.
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Fig. 14. Radar-variable estimates obtained from two scans collected in rapid succession. Panels are organized as follows. (Top row) Scan 1 (ATD—No
MCS), (Middle row) Forward-looking beams of scan 2 (ATD FB-MCS). (Bottom row) Back-scanning beams of scan 2 (ATD FB-MCS). The columns from
left to right show fields of Zh , ZDR, DP, and ρhv , respectively.

Results presented show that data produced using the
BMCS CONOP have better azimuthal resolution than that
obtained with no beam steering. Furthermore, no apparent
data artifacts were observed in the polarimetric estimates
obtained using MCS, which is consistent with the conclusions
from Section III-B.

2) FB-MCS CONOPS: The second experiment is used to
illustrate the FB-MCS CONOPS whereby MCS is used to
compensate the radar motion for samples within a CPI at
steering angles away from the broadside. Two sector scans
were collected using the STSR mode in rapid succession on
June 4, 2020 to sample a convective precipitation system
approaching the ATD from the West, at a range of approx-
imately 150 km. For scan 1, the radar rotated at χ = 4◦ s−1,
the transmit and receive pencil beams were maintained at
broadside (φaz = 0◦, θel = 0◦), mimicking the operation of
a conventional reflector-based radar. Data from this scan were

collected at 23:17:40 Z. The number of samples was M
set to 65 for a normalized azimuthal sampling of �φ = 0.5
at Ts = 3 ms. For scan 2, the ATD rotated at χ = 8◦ s−1,
the transmit and receive beams were collected using FB-MCS.
A set of 5 simultaneous forward-looking beams were collected
with MF = 3 at Ts F = 3 ms, using a transmit beam spoiled
by a factor of 3, and a �φ = 1. The back-scanning beams
were collected with MB = 61 at Ts B = 1.48 ms. The
normalized azimuthal sampling for the back-scanning beams
is �φ = χ(Ts F MF + Ts B MB)/φ1(10◦) = 0.5. Notice that
the azimuthal sampling spacings for the FB beams can be
set arbitrarily and may be different. Data from scan 2 were
collected 33 s after scan 1, at 23:18:13 Z. For both scans,
the radar broadside was commanded to mechanically rotate
clockwise from 250◦ to 330◦ in azimuth, at constant 0.5◦
elevation. The range sampling was the same as in the previous
experiment.
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Azimuth angles of a subset of pulses in scan 2 are shown
in Fig. 13 as a function of time to illustrate the CONOPS. Dot
markers in blue represent the back-scanning beams and dot
markers in black represent the forward-looking beams. Notice
that FB beams are interleaved, and azimuth angles for pulses
within a CPI appear to be approximately constant. Inset plots
provide close-up views of samples within a CPI for each type
of beam. For the selected forward-looking CPI, the span of
azimuth angles is 0.0008◦, and for the selected back-scanning
CPI the span of azimuth angles is 0.024◦. The larger spread
on the latter one is a consequence of the higher number of
samples and a small slope (∼0.12◦ s−1, due to variability in the
mechanical motion but considered negligible for the purposes
of this work).

Fields of radar-variable estimates resulting from processing
the data from these scans are presented in Fig. 14. Panels
are organized as follows: the top row corresponds to scan 1,
the middle row corresponds to the forward-looking beams
in scan 2, and the bottom row corresponds to the back-
scanning beams in scan 2; the columns from left to right show
fields of Zh , ZDR, DP, and ρhv . Distributed Beams (DB)
technique [40], [41] was used to exploit the simultaneously
received beams in azimuth and to produce data from the
forward-looking beams with reduced variance. Qualitative
comparison of radar-variable fields shows no apparent data
artifacts from either scan. Qualitative comparison of the fields
derived from scan 1 (top row) and those derived from the
back-scanning beams in scan 2 (bottom row) shows features
that appear to be narrower in the data from scan 2 in the
region highlighted by the black arrows. Note that polarimetric-
variable estimates for the forward-looking (φp = +10◦) and
back-scanning (φp = −10◦) beams were corrected using the
methods described in [37]. In contrast to fields from the back-
scanning beams on scan 2, the forward-looking beams have
reduced angular resolution and sensitivity. This was intended
since the forward-looking beams were designed to provide
sufficient information of upcoming meteorological regions of
interest (ahead of the radar motion).

Three key takeaways are derived from these results. First,
Fig. 13 shows that an implementation of the FB-CONOPS
with sufficient beam pointing accuracy for MCS is achievable
on the ATD system. Second, results presented in Fig. 14 show
that it is possible to implement MCS at steering angles away
from the broadside, and to produce calibrated radar-variable
estimates without apparent radar sampling artifacts caused by
MCS. Lastly, it illustrates that data from the forward-looking
beams have sufficient meteorological information and could
be used by an adaptive algorithm to improve the quality of
estimates. As described earlier, information from forward-
looking beams could be used to: 1) decide if there are
significant weather echoes in upcoming beam positions and
2) determine the maximum range of storms observed and
shorten the PRTs of back-scanning beams to match the unam-
biguous range with that of the maximum range of observed
storms (increasing the Nyquist co-interval). We emphasize that
the introduction of the FB-CONOPS serves to motivate the
use of MCS at off-broadside angles (in contrast to the BMCS
CONOPS), which could be beneficial for other applications.

Future research efforts could implement this CONOPS with
a real-time scheduler to adaptively scan the back-scanning
beams with tailored dwell times to improve the quality of
estimates using an RPAR.

V. SUMMARY

The demanding Optimal Functional Requirements devel-
oped by the NWS for a future weather surveillance radar
will likely require exploiting advanced radar capabilities. The
RPAR architecture may be an affordable candidate system
that could meet requirements when operated under certain
CONOPS. In particular, the ambitious angular resolution
requirements could drive the cost of the antenna system, which
has to be sufficiently large to produce an effective beamwidth
that meets mission needs. Further investigation of techniques
that exploit PAR’s unique capabilities in the context of an
RPAR CONOPS has to be done.

By exploiting a PAR’s unique dynamic capabilities in con-
junction with the application of advanced signal processing
techniques, we demonstrated that it is possible to design an
RPAR CONOPS capable of enhancing the angular resolution
of the system. That is, by electronically steering the beam on a
pulse-to-pulse basis within the CPI, the motion of the antenna
can be compensated to maintain the beam pointed at the center
of resolution volume being sampled. This MCS can reduce the
apparent motion of the antenna and lead to a reduction in the
effective beamwidth. In turn, mitigating the impact of beam
smearing allows for smaller (and more affordable) antenna
apertures that can meet effective-beamwidth requirements,
which could translate into a simpler and less costly radar
system.

The MCS technique was introduced and expressions for the
MCS pointing angles were provided for the general case with
the antenna plane tilted with respect to earth. A theoretical
analysis of the impact of MCS on the quality of signal
power and copolar correlation coefficient estimates was done
to derive simple expressions that provide the upper bound for
beam pointing offset to achieve the required bias in corre-
lation coefficient estimates. Two alternative CONOPS were
introduced and discussed: the BMCS and the FB-MCS. The
BMCS CONOPS produces sampling of concentric nonuniform
resolution volumes centered around the elevation principal
plane, while the FB-MCS CONOPS produces sampling of
concentric nonuniform resolution volumes at arbitrary angles
off the broadside (within the visible region). The proposed
FB-MCS CONOPS, whereby forward-looking beams are used
to inform the back-scanning beams in the scan, is intended for
use in an adaptive scanning context.

Through high fidelity RPAR simulations, we quantified
the effectiveness of MCS in mitigating beam smearing as
a function of antenna phase shifter bits, antenna size, and
normalized azimuthal sampling. It was demonstrated that for
relatively large planar RPARs, 6-bit phase shifters provide
sufficient pointing accuracy to effectively implement MCS
and mostly mitigate beam smearing, while 7-bit phase-shifters
would be desirable to largely eliminate smearing effects.
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The cost of phase shifters is approximately proportional4 to
the number of bits required for steering resolution. Several
factors can affect their cost (e.g., market volume, material
technology), which can be considered relatively small with
respect to other components in the phased array antenna
(i.e., element-level power amplifiers). Therefore, increasing
the number of bits for more accurate steering resolution
would not be a major cost driver, and is recommended to
use 7-bits of resolution to mitigate beam smearing with the
MCS technique presented in this article. Further, the impacts
of copolar beam steering biases resulting from the use of
MCS were quantified over a large scan sector using simu-
lations and were found to be negligible with respect to the
stationary operation of the same PAR. These simulations were
tailored for the architecture of the polarimetric ATD radar
system in Norman, OK. The BMCS and FB-MCS CONOPS
were implemented on the ATD system to demonstrate the
MCS technique. First, a point target located in the vicinity
of the ATD system was scanned without electronic beam
steering (i.e., mimicking a parabolic-reflector antenna) and
with BMCS. It was shown that the BMCS implementation
on the ATD provides sufficient pointing accuracy to miti-
gate beam-smearing effects. Both CONOPS introduced were
demonstrated by scanning meteorological scatterers. Fields
of polarimetric-variable estimates from the BMCS CONOPS
were compared to those obtained when scanning without beam
steering. These results were verified by quantifying absolute
radar-variable-estimate differences with respect to a WSR-88D
system (KCRI) that has inherently better azimuthal resolution.
The BMCS data were shown to produce fields of radar-variable
estimates with generally narrower features (more apparent
in reflectivity and differential phase). Finally, the FB-MCS
CONOPS was illustrated by scanning meteorological scatterers
and qualitatively comparing fields of radar-variable estimates
from the FB beams to those obtained when scanning without
beam steering.

In summary, we demonstrated that the MCS technique
is capable of enhancing the azimuthal resolution of the
RPAR and could be used for several polarimetric weather
radar applications. Furthermore, the technique could be inte-
grated with other advanced complementary techniques to
attain the performance levels required to meet all radar func-
tional requirements. For example, in conjunction with MCS,
advanced beamforming techniques could be used to reduce the
scan update times by receiving multiple simultaneous beams
(in azimuth and/or elevation). If the pointing accuracy of
antenna elements is insufficient, the RPAR is unable to accu-
rately sample concentric resolution volumes using MCS. That
is, the performance of MCS in mitigating beam smearing
may be limited if the beam cannot be pointed with sufficient
accuracy. This could be caused by either the accuracy of
electronic beam steering (i.e., the number of phase shifter
bits and the element phase noise) or the precision of the
mechanical rotator. While increasing the number of bits per

4Approximate phase-shifter costs were obtained for S-band phase shifters
(2.3–3.8 GHz) assuming tens of thousands of units are ordered, and were
approximately U.S. $20, U.S. $40, and U.S. $60 for 5, 6, and 7 bits of steering
resolution.

antenna element may increase system cost, it is likely that
increasing the antenna aperture (i.e., for an equivalent effective
beamwidth) would be more costly. Furthermore, MCS may not
be compatible with other advanced PAR scanning techniques
(e.g., adaptive beamforming), which may limit the capabilities
of the overall system. The architectural analysis involving the
size of the aperture and the cost of antenna elements is beyond
the scope of this work.

Future plans for the RPAR CONOPS include a thorough
evaluation of the integration of the MCS technique with
the DB technique, whereby multiple simultaneously received
beams can be coherently combined and processed to reduce
the scan update time and/or the variance of radar-variable
estimates. This would exploit the PAR’s beam agility to
enhance the CONOPS and allow for both a scan time reduction
while maintaining data quality and angular resolution (of the
stationary PAR). In turn, it could eliminate the need for split-
cuts (such as those used in the VCPs of WSR-88Ds), whereby
the same elevation angle is scanned twice with different PRTs
as a means to mitigate range-and-velocity ambiguities. It is
expected that the outcome of these research efforts will con-
tinue to provide valuable information that can support the next
design of the future U.S. weather surveillance radar network.

APPENDIX A

To account for antenna tilt on the calculation of MCS
steering angles, it is first noted that each location φ, θ , r
in spherical coordinates can be expressed in the Cartesian
system as

x = r sin θ cosφ

y = r sin θ sin φ

z = r cos θ. (22)

If the antenna is tilted by θT , each location with coordinates
(x , y, z) in the Cartesian coordinate system referenced to
the ground has the corresponding location (x A, yA, z A) in
the Cartesian system referenced to the antenna. Given φ, θ ,
r , the location (x A, yA, z A) can be found using the rotation
matrix as⎡
⎣ x A

yA

z A

⎤
⎦ =

⎡
⎣ cos θT 0 sin θT

0 1 0
− sin θT 0 cos θT

⎤
⎦
⎡
⎣ x

y
z

⎤
⎦

=
⎡
⎣ r sin θ cosφ cos θT + r cos θ sin θT

r sin θ sin φ
−r sin θ cosφ sin θT + r cos θ cos θT

⎤
⎦. (23)

Then, each location φ, θ in spherical coordinates tied to the
ground has the corresponding location φA, θ A in spherical
coordinates referenced to the antenna as

φA = arctan

$
yA

x A

%

= arctan

$
sin θ sin φ

sin θ cosφ cos θT + cos θ sin θT

%
.

θ A = arccos

&
z A


x2
A + y2

A + z2
A

'

= arccos(− sin θ cosφ sin θT + cos θ cos θT ). (24)
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Thus, if desired scan angle is at φ0, θ0 (in the spherical
coordinates referenced to the ground) the commanded location
to which the tilted array must steer the beam, to point at
φ0, θ0, is found using (24). Following the same rationale,
each location φA, θ A in spherical coordinates referenced to
the antenna has the corresponding location φ, θ in spherical
coordinates tied to the ground as

φ = arctan

$
sin θ A sin φA

sin θ A cosφA cos θ A
T − cos θ A sin θT

%
θ = arccos

�
sin θ A cosφA sin θT + cos θA cos θT

�
. (25)
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